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----------------------------------------------------------------------ABSTRACT----------------------------------------------------------- 
Distributed Computing Environment (DCE) is one the appropriate network for providing the optimal solution in real-time 
applications problems. The systematic allocation of tasks needs to plays the key role to optimize the overall processing 
reliability of the DCE. DCE consists of multiple autonomous computers that communicate through a common 
communication channel. The computers interact with each other in order to achieve a common goal. A computer program 
that runs in a distributed system is called a distributed program, and distributed programming is the process of writing 
such programs. The allocation problems in any computer system play the key role for deciding the performance of the 
system. The allocation of tasks in DCE has an important role to the evaluation of the performance of the network. The 
problem of processing of “m” tasks to “n” processors (m > n) in a distributed networks is addressed here through a new 
modified tasks allocation policy for the task processing in a DCE. The model, presented in this paper allocates the tasks to 
the processor to enhance the performance of the DCE. 
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I. INTRODUCTION 

Distributed Computing Environment (DCE), utilizes a 
network of many computers, each accomplishing a portion 
of an overall task, to achieve a computational result much 
more quickly than with a single computer. In addition to a 
higher level of computing power, DCE also allows many 
users to interact and connect openly. Different forms 
of distributed computing allow for different levels of 
openness, with most people accepting that a higher degree 
of openness in a DCE is beneficial. The main research 
problem for such networks is the allocation problem, in 
which processing reliability is to be maximized of the 
DCE.  
 

One of the major research problems for DCE is the 
allocation problem, in which tasks are assigned to various 
processors of the network, in such a way that processing 
reliability is to be maximized as per the requirement. 
These problems may be categorized as static ([1], [2], [3], 
[4]) and dynamic ([4], [5], [6], [7], [8]) types of task 
allocation. Some of the other related methods have been 
reported in the literature, such as, Integer Programming 
([9], [10], [11], [12], [13], [14]), Load Balancing ([5], 
[15], [16], [17], [18], [19], [20], [21]), Modeling ([22], 

[23], [24]) and Reliability Computation ([25], [26]). Tasks 
are allocated to various processors of the distributed 
network in such a way that overall processing reliability of 
the network should be maximized. As it is well known that 
the tasks are more than the number of processors of the 
network.  

II. OBJECTIVE  
In the Distributed Computing Environment (DCE), it is the 
common problem to allocate tasks where the number of 
tasks is more than the number of processors. In the present 
research paper the type of allocation of task to the 
processor is static in nature. The objective of the present 
research paper is to enhance the performance of the DCE 
by using the proper utilization of its processors and as well 
as proper allocation of tasks. The present research paper 
reduces the overall processing reliability for the 
environment of DCE through proper allocation of tasks to 
the appropriate processor. 

III. NOTATIONS 
p  Processor 
t  Task 
n  Number of Processors 
m  Number of Tasks 
HCT   Highest Communication Matrix 
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RTPM   Revised Task Processor Matrix 
TAT   Task Allocation Table 
TCM  Task Communication Matrix 
TPM   Task Processor Matrix 

IV. TECHNIQUE 
To evaluate the overall optimal processing reliability for 
the environment of DCE we have chosen the problem 
where a Set P = {p1, p2, p3, … pn} of ‘n’ processors with 
dissimilar configuration and a Set T = {t1, t2, t3, t4, …tm} 
of ‘m’ tasks where m> n. First of all we read the 
processing reliability of tasks on processors in TPM(,) of 
order n * m and Task Communication Matrix in TCM(,) of 
order m*m. Then, compute the sum of processing 
reliability and average of processing reliability in TPM(,), 
and store the results in TPM1(,). After that eliminate those 
task-processor combinations which have more processing 
reliability than average processing reliability until each 
column contain similar type of processing type, and store 
the results in Revised Task Processor Matrix namely 
RTPM(,) of order n * m. Then find the communication 
reliability from TCM(,) among other tasks for each and 
every task in the descending order, and mention in Highest 
Communication Table (HCT) and allocate possible tasks 
from HCT to the processors where tasks can be get 
processed on the same processor by using RTPM(,), and 
store the allocations in the Task Allocation Table (TAT). 
Finally we have to show the Optimal Results. 

V. ALGORITHM 
 
Step1:  Read the number of tasks in m 
 

Step2:   Read the number of processor in  n 
 

Step3:  Read the processing reliability of tasks on 
processors in TPM(,) of order n * m 

 

Step4:  Read the communication matrix in TCM(,) of 
order m*m 

 

Step5:  Compute the sum of processing reliability and 
average of processing reliability in TPM(,), and 
store the results in TPM1(,). 

 

Step6:  Eliminate those task-processor combinations 
which have more processing reliability than 
average processing reliability until each column 
contain similar type of processing type, and store 
the results in Revised Task Processor Matrix 
namely RTPM(,) of order n * m. 

 

Step7: Find the communication reliability from TCM(,) 
among other tasks for each and every task in the 
descending order, and mention in Highest 
Communication Table (HCT). 

 

Step8:  Allocate possible tasks from HCT to the 
processors where tasks can be getting processed 
on the same processor by using RTPM (,) until 
all tasks get allocated, and store the allocations 
in the Task Allocation Table (TAT). 

Step9:   Show the Optimal Results 

VI. IMPLEMENTATION 
In the present research paper, we have chosen an 
environment of distributed processing having a set P of 4 
processors {p1, p2, p3, p4} and a set T of 12 tasks {t1, t2, t3, 
t4, t5, t6, t7, t8, t9, t10, t11, t12}. This problem is shown in the 
figure 1. The processing reliability (r) on various 
processors are mentioned in Task Processor Matrix namely 
TPM (,) of order 4 * 12. 
 

p1 p2

p3 p4

t1 t2 t3 t12

- - - - 
t1 t2 t3 t12

- - - - 

t1 t2 t3 t12

- - - - 
t1 t2 t3 t12

- - - - 
 
Fig. 1. Task allocation problem in distributed computing 
environment 
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The communication amongst the tasks has also taken into consideration. Its matrix representation has been given by the 
asymmetric Task Communication Matrix namely TCM (,) of order 12 * 12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Now, we evaluate the sum of processing 
reliability and average of processing reliability 
in TPM(,), which is mentioned in TPM1(,). 

On eliminating those task – processor combinations which have more processing reliability than average processing 
reliability until each column contain similar type of processing type, we store the results in Revised Task Processor Matrix 
namely RTPM(,) of order 4 * 12. 
 

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 

RTPM(,) = 

p1 0.998276 * 0.998396 * 0.998765 * * 0.997263 0.993256 * * 0.998674 

p2 0.998927 0.999412 * 0.998436 * * * * 0.998123 0.998873 0.998883 * 

p3 * * 0.999876 0.998437 * 0.999123 0.998777 * 0.998411 * 0.998812 * 

p4 * * * * * 0.998736 * * 0.998325 * * 0.998623 

From, TCM(,) we find the communication reliability among other tasks for each and every task in the descending order, and 
mention in Highest Communication Table (HCT). 
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t1 0 3 8 4 1 5 3 8 6 2 6 8 

t2 5 0 6 5 9 4 9 3 1 8 9 7 

t3 2 4 0 6 3 3 4 5 2 1 5 4 
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TABLE I. HIGHEST COMMUNICATION TABLE 
 

Tasks Communication reliability 
t1 t3, t8, t12, t9, t11, t6, t4, t2, t7, t10, t5 
t2 t5, t7, t11, t10, t12, t3, t1, t4, t6, t8, t9 
t3 t4, t8, t11, t2, t7, t12, t5, t6, t1, t9, 

t10,   
t4 t2, t3, t5, t10, t8, t9, t12, t6, t1, t7, t11 
t5 t8, t11, t2, t9, t3, t7, t1, t4, t10, t12, t6
t6 t9, t11, t8, t10, t12, t5, t4, t3, t2, t7, t1
t7 t4, t5, t6, t2, t10, t1, t8, t9, t12, t11, t3 
t8 t4, t5, t1, t9, t2, t11, t10, t6, t3, t7, t12 
t9 t3, t4, t5, t2, t12, t7, t6, t11, t1, t10, t8 
t10 t1, t6, t12, t8, t9, t2, t7, t11, t4, t3, t5 
t11 t2, t3, t1, t8, t9, t10, t4, t6, t12, t5, t7 
t12 t10, t8, t9, t5, t3, t4, t7, t6, t2, t11, t1 

 
On allocating possible tasks from HCT to the processors 
where tasks can be get processed on the same processor by 
using RTPM(,), and store the allocations in the Task 
Allocation Table (TAT). 
 

TABLE II. TASK ALLOCATION TABLE 
 

Processor Allocated 
tasks 

Optimal 
Reliability 

p1 t1*t3 0.996674 
p2 t2*t11 0.998295 
p3 t4*t9 0.996850 
p4 t6*t12 0.997360 

 
TABLE III.  TASK ALLOCATION TABLE 

 
Processor Allocated 

tasks 
Optimal 

Reliability 
p1 t5*t8 0.996031 
p2 t10 0.998873
p3 t7 0.998777
p4 - - 

 
The graphical representation of the optimal allocation is 
shown in figure 2. 

p1 p2

p3 p4

t1 t 3 t5 t8 t2 t10 t 11

t12t 4 t7 t 9 t6

 
Fig. 2. Allocated tasks to the processors 

VII. CONCLUSION 
In this research paper we have chosen the problem, in which 
the number of the tasks is more than the number of 
processors of the DCE. The model mentioned in this paper is 
based on the consideration of processing reliability of the 
tasks to various processors. The method is presented in 
pseudo code and implemented on the several sets of input 
data to test the performance and effectiveness of the pseudo 
code. It is the common requirement for any allocation 
problem that the tasks have to be processed with maximum 
reliability. Here, performance is measured in terms of 
processing reliability of the task that has been processed by 
the processors of the network and also these tasks have been 
processed optimally. The overall optimal results of the 
example are mentioned in the Optimal Result Table. 

TABLE IV. OPTIMAL RESULT TABLE 
 

Processor Allocated 
tasks 

Optimal 
Result 

p1 t1*t3*t5*t8 

0.982981 p2 t2*t10*t11  
p3 t4*t7*t9 
p4 t6*t12 

As we know that, the analysis of an algorithm is mainly 
focuses on time complexity. Time complexity is a function 
of input size ‘n’. It is referred to as the amount of time 
required by an algorithm to run to completion. The time 
complexity of the above mentioned algorithm is O(m2n2). By 
taking several input examples, the above algorithm returns 
following results, 

TABLE V.  COMPLEXITY TABLE 
No. of processors (n) No. of tasks (m) Optimal Results 

3 4 144 

3 5 225 

3 6 324 

3 7 441 

3 8 576 

4 5 400 

4 6 576 
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4 7 784 

4 8 1024 

4 9 1296 

5 6 900 

5 7 1225 

5 8 1600 

5 9 2025 

5 10 2500 

The graphical representation of the above results are shown 
by figure 3, 4 and 5 as mentioned below, 
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Fig. 3. Optimal Result 
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Fig. 4. Optimal Result 
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Fig. 5. Optimal Result 
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